
❑ Key Idea: 4 unique circuit properties (P1-P4) → 4 tailored strategies (S1-S4)
 

❑Model Architecture:
- CircuitFusion

- 3 unimodal encoders 
- multimodal fusion encoder 

- Auxiliary netlist encoder

❑ Step 1. Preprocessing
[P1] Parallel execution
[S1] Sub-circuit generation

  - Split via register cones
 

❑ Step 2. Pre-training
[P2] Functional equivalence
[S2] Semantic-structure pre-training

  - Task #1-3

❑ Step 3. Application
[P4] Circuit Reusability
[S4] Retrieval-augmented infernce
 - Retrieves most similar circuits
 - Enable zero-shot & improve fine-tuning

❑ Comparison w. Baselines
- Various tasks: slack, WNS, TNS, power, area prediction
- Outperforming task-specific / text / software solutions

❑ Zero-shot Prediction via Retrieval

❑ Ablation Study on Strategy & Modality

❑ Visualization of Multimodal Cross Attention

❑ Scaling w. 
   Model / Data Size
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Why? Most AI for EDA solutions are task-specific and overlook the 
multimodal nature of circuits.

What? Learn general circuit embeddings from multimodalities, 
supporting various EDA tasks and outperforming task-specific methods.

How? Identify unique circuit properties and propose tailored strategies 
to build a multimodal, implementation-aware RTL circuit encoder.

Introduction

Method Experimental Results

❑ Paradigm Shift of AI for EDA
- Widely adopted: task-specific supervised learning
- New trend: general self-supervised representation learning

❑ Limitation: only encode circuit graph structure

Circuit Multimodality

[P3] Multiple design stages
[S3] Implementation-aware alignment
 - Task #4

Highlights

Conclusion & Future Work
❑ Conclusion: first general multimodal RTL encoder
❑ Future Work

- Multimodal netlist encoder [DAC’25]
- Align circuit encoders with generative LLM decoders

❑ 3 RTL modalities
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